Frequently asked questions about Network analysis using Kindermann & Kwee NETWORKS 3.5 (most also applies to Networks 6.5 and Netjaws)

How do I run NETWORKS 3.5?

The files Netinst2.doc and 0netinfo.txt) contain instructions.

Note:  NETW3501 (1% significance) and NETW3505 do not run with more than 34 nominees.  NETSHO01 takes about 90 different 3-digit codes for nominees.  I could not figure out how to expand the program to more nominees.  (It’s a problem of the 64k memory limitation for Basic programs, even on current computers; the matrices get too big.)

For networks 6.5 run the .exe, for netjaws the .jar.

Note: input files must be in the same directory for all programs!

The printout contains several statistics; which should I use? 

If the data set is large (e.g., observed co-occurrence frequencies are higher than 10, a rough guess; or N*p*q>7, see Siegel for details), the z-scores are sort-of trustworthy.  z-scores larger than 1.96 are significant on a 5% level.

When using 3.5, I usually run the program that highlights the .01 level (except in the connections that are highlighted as “>”, and in the printout of the significant co-occurrences for the kappa analyses [SCM MAP], there are no differences whether you run networks 3.5 -05 or –01 versions).

But even then, it is often a good idea to compare those values with the Fisher’s Exact approximation values (p-levels).  These are less affected by sample size.  Most of the time, the conclusions are identical; with small n (5 or less, for which the z-to-normal approximation gets miserable), they are better!

Networks 6.5 allows one to choose 5%, 2.5% (because the Fisher’s Exact is one-tailed), or 1%.

Note: In his (1993) study of motivation, Kindermann had only 22 students who were re-tested after the initial autumn assessment.  Isn’t this a very small number for any kind of analysis?

Yes indeed.  However, making numbers out of this was pretty tough, trying it twice per year also a gamble, since I didn’t know whether it would work and everyone thought the groups would be much to unstable to show anything...  One could also say that if something as basic as peer influences was not there in a small sample (and a classroom is the smallest possible unit to study this), should it be a big deal at all?  The same is true for motivation; peer influences are expected to be big in deviant behavior; to take motivation was a try to make a case with a “weak” variable (one that is nevertheless highly valued in the setting, so, convergence should be expected with teacher influences for many children.).

Note: In Kindermann’s use of conditional probabilities, are the entries that make up the conditional (really) independent?  For example, a respondent might place a single individual (his/herself) is 15 groups, and also place his/her best friend in the same groups.

They are not; here is a typical example:

Informant BEN

Group 1: JOE BEN KEN MAT

Group 2: INA HEA CAM BEV AMY

Group 3: TOM BEN

Informant AMY

Group 1: AMY BEV

Group 2: AMY INA HEA CAM

Group 3: TOM BEN

Group 4:  AMY ZOE

See your later point: There is higher-order dependency and it would be neat to get at this… BUT you’ll never have the frequencies…

(This case is the research question in Man-Chi Leung’s 1996 self-enhancement paper)

Note: We need more information on the specific methods used for the statistical tests suggested by Kindermann.  For example, what is the denominator term for the z-ratios?

Question:  Given AMY/p(INA) > p(INA) ?

P(INA) = f(INA)/ N of groups

N of groups is SEVEN in the above example.  The whole test is modeled after Bakeman/Sackett (using their formula with the Allison & Liker extension, so that observations give the basis for expected probabilities), but co-nomination events did not work out in the non-sequential case (i.e., the marginal N become so inflated that everything appears significant) N of groups seems to be the best  comparison value; from the marginals, for INA, it is 2/7=.29

Would you want to also talk with Eric Dion, a grad student in Quebec who works with M. Boivin?   I had a long e-mail discussion with him about what would be the right test indices (we finally agreed, I think).  He was working on a way to get the tests done in SPSS and not with my (clumsy) program.  He said he managed – I thought it would be impossible since the matrix-skipping necessary would be too much…

There is also a Cairns/Leung PC version of the SCM analysis program now.  You may want to contact Man-Chi for the correlational solution.  I don’t use the correlation strategy, since, as Eric Dion put it, I don’t want to treat Yoko Ono as a member of the Beatles -- although she consistently hung out with some of them (i.e., I would not easily accept most transitivity implications with correlational solutions).  The UNC program does not necessarily do that all the time, but there were instances when it did.

03/2009: Mohsen Sadeghi at IOE, University of London, has developed an .xls sheet that also does the tests. I did not compare results yet. The sheet only works in MS Office 2007.

Note: It is not entirely clear how a group is defined (as in the total number of groups in the NETWOKS program).  If two respondents define the same group (the same members) is that 1 or 2 groups?

Two identical groups were nominated in the above example; I disregard this and use the total of 6 nominated groups.  One could do it differently, I guess, but then, the z-test would make less sense and would need to be adapted.

Note: For larger groups, say size 3 including Tom, Dick, and Harry, when determining if Harry is a member, do we determine the conditional for Harry given Tom and Dick?  And do we perform a similar test for Tom given Harry and Dick, etc.?  If not, how does it work?

I just look for Harry, given Tom, and Harry, given Dick, versus Harry overall, and then, for Tom given Harry and so on (so all is run twice, once in each direction).

What a question!  Yes, higher order dependencies should be looked at (as in Markov or information theory) – but it seems impossible, because the N is usually much too small.  My chapter in the 1995 Kindermann & Valsiner volume played with that (using the same data) – but I shyed away from it in any further paper.  (Want a copy?)  

Usually, one would need a much higher N than one gets in a typical classroom setting.  One could, though, try the lag-idea (assuming random intermediaries), or find another non-determined Markov-like strategy.  I decided to be happy with the dyads (knowing that you may lump things together that may not belong together).

Note: How, in general, was kappa calculated to assess the reliability of the composite maps—not the formula used, but how the data were set up for the calculations?

I have my own little kappa program for observations (GROUPKAPPA included in the NETWORKS 3.5 set of files).

Let’s say:  TOM-BEN, AMY-BEV, and AMY-INA, AMY-HEA, AMY-CAM, INA-HEA, INA-CAM, and HEA-CAM were significant (1%)

Observer A     Observer B

Significant
Reporter Ben

TOM-BEN
TOM-BEN
AGREEMENT

AMY-BEV
AMY-BEV

AMY-INA
AMY-INA

AMY-HEA
AMY-HEA

AMY-CAM
AMY-CAM

INA-HEA
INA-HEA

INA-CAM
INA-CAM

HEA-CAM
HEA-CAM

And so on…

Missing
AMY-ZOE
Disagreement

Note:  Errors of COMMISSION are not treated as errors!

So: if there IS a significant connection that Observer B did not include, this is NOT treated as a disagreement.  (Boys may know less about girls’ networks)

Can I just run the kappa output data that are produced by the networks program?

Unfortunately NOT! (I’m working on this for N6-6 because Powerbasic has a sorting routine)

There is no sorting routine in the program, so the two reports AMY-HEA and HEA-AMY would be analyzed as DIFFERENT group membership reports.  They are the SAME.

So, you need to upload the kappa output into a wordprocessor and re-code the data.  AMY-HEA and HEA-AMY must both be re-coded in the same way (AMY-HEA), FOR BOTH OBSERVERS (i.e., the significant standard, as well as the individual reporter, if each reporter is compared with the composite map).

Since the data are in a clumsy format (every entry, regardless of which reporter, is followed by a carriage return), it is best to make a printout first, and then a re-coding table, before one replaces the entries to be re-coded.

Note: How was kappa set up to assess stability?  Was a separate matrix established for each individual at T1 and at T2, and then the kappa for the matrices averaged?

No, I just made two lists of SIGNIFICANT dyadic connections (T1, T2) and ran kappa across them. There is no use in comparing the noise at both times.

This is analogous to two observers observing the same interaction sequence.

It can be tricky, though, if the main developmental process is an integration across networks.

Note: p. 73 ((1993 paper).  Isn’t the regression analysis sketched here susceptible to regression (to the mean) effects as well as to problems associated with very small ns?  Similarly, on p. 74, the analysis of direction of change and average peer performance: I wonder if the focus was on individuals who were below (for the high groups) or above (for the low groups)?  If this was the case, we have regression (toward the mean) artifacts here.

WOW!!!!!  Good thinking.  The beauty is that the regressions go counter to regressions to the mean (so, Berndt, Laychak & Park was avoided).  The rich get richer and the poor get poorer – no convergence is expected (which is the nemesis of all group analyses that focus on increases of within-group similarity as an outcome of socialization! I fear many studies that use changes in within-group similarity just report on regression to the mean effects).

About the second part: Surely, you shouldn’t do this with split-half samples; you would create a regression-to-the-mean scenario artificially.  With 22, that wouldn’t work anyway.  This is just an analogy; just test whether the rich get richer and the poor get poorer in the entire sample.

[I happen to believe in small n studies – if something is not there in almost everyone in a sample, it may not be really there.  If it is there, you don’t need a large n. Bob Cairns always argued that a classroom is the natural unit of analysis. If something is not there in the natural unit, why should a teacher worry?]

